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DP-SGD with Fixed-size Minibat-
ches: RDP has been a widely-usedaccountant for DP-SGD with Pois-son subsamling. Fixed-size subsam-pling is preferred due to constantmemory usage. Wang et al.4 provi-de the best computable bounds inthe fixed-size regime for RDP thatare practical for application to DP-SGD. We show that there is roomfor obtaining tighter bounds speci-fic to DP-SGDwith Gaussian noise.
RDPwith Poisson Subsampling: Gi-ven a loss function L, a training da-taset D with |D| elements, and a fi-xed minibatch size, we consider theDP-SGDNNparameter updates wi-th fixed-size minibatches,
ΘD

t+1 = ΘD
t − ηtGt ,

Gt = 1
|B|

 ∑
i∈BD

t

Clip(∇θL(Θt, Di)) + Zt


where the noises Zt are Gaussianswith mean 0 and covariance C2σ2

t I ,and the BD
t are random minibat-ches with expected size |B|.There are multiple ways to form mi-nibatches, Bt.

Poisson subsampling: Minibatchesare formed by iid Bernoulli randomvariables (chosen sampling probabi-lity q) which decide whether eachsample is included in the minibatchor not.

Differentially Private Stochastic
Gradient Descent with Fixed-Size
Minibatches
Motivation: DP-SGDwith Fixed size subsamplingis appealing for its constant memory usage, unlikethe variable sized minibatches in Poisson subsam-pling.
Contribution: We present a new and holistic Ré-nyi differential privacy (RDP) accountant for DP-SGDwith fixed-size subsampling without replace-ment (FSwoR) and with replacement (FSwR).
Results:
(1) FSwoR accounts for both add/remove and replace-one adjacency, and improves on the best current com-putable bound by a factor of 4.
(2) FSwR includes explicit non-asymptotic upper andlower bounds.
(3) DP-SGD gradients with fixed-size subsampling ex-hibit lower variance in addition to memory usage be-nefits.
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FSwoR-RDP (m=10)
Poisson Subsampled RDP (Opacus)

Disadvantage of Poisson subsampling:Leads to variable sized minibatchesand therefore inconsistent memoryusage. It also has higher variance.
Fixed-size subsampling: Constant me-mory usage, but RDP bounds moredifficult to obtain. RDP Bounds for
SGD with Poisson Subsampling: Firstbounds obtained by Abadi et al.2 andMironov et al.3
RDP for Fixed-size Subsampling wi-
thout Replacement: The first generalpurpose RDP bounds (i.e., for general
M) with fixed-size subsampling obtai-ned by Wang et al.4
We obtain tighter RDP bounds forfixed-size subsampled DP-SGD usinga Taylor expansion method, with preci-se bounds on the expansion remainderterms1.
Our RDP SGD under Fixed-size Sub-
sampling: T -step FSwoR-RDP Upper
BoundunderReplace-oneAdjacency1

ϵ[0,T ](α) ≤

T−1∑
t=0
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1 + q2α(α − 1)
(
e4/σt

2 − e2/σt
2
)

+ O(q3)


•We provide computatable bounds onthe O(q3) term.•Our result improves on the RDPbound of Wang et al.2 by approxima-tely a factor of 4 and is close to thetheoretical lower bound2 in practice.
Conclusion: As we showed theoreti-cally and empirically, since FSwoR un-der replace-one adjacency leads to thesame leading-order privacy guaranteesas the widely-used Poisson subsam-pling, we suggest using the former overthe latter to benefit from the memorymanagement and reduced variance.
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